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Presenter Notes
Presentation Notes
Hi everyone. 
We’re meeting today at the threshold of an inflection point in AI. 
Google, Microsoft, and Open AI is putting generative AI in all their products. 
ChatGPT is now the fastest growing consumer application in history. 
Billions of people are changing they way they write, search, or make images, and that’s all happened in just the last few months.
How many of you are using tools like GPT in your work? �


E Write a limerick about what happened when Elon Musk bought Twitter

There once was a man named Elon Musk,

Who bought Twitter, what a big plus,
But then came the tweets,
That caused lots of heat,

And now he's known for his outbursts!



Presenter Notes
Presentation Notes
So you know that if you wanted to, say, GPT to write a limerick about Elon Musk, you might get something like this ‘”there once was a man named  musk who bought twitter – what a big plus - but then came the tweets that caused lots of heat. And now he’s known for his outbursts! 
doesn’t quite rhyme.. But gets something right. 


GPT-4 currently has a cap of 25 messages every 3 hours.

ChatGPT may produce inaccurate information about people, places, or facts. ChatGPT May 12 Version
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Presentation Notes
The idea that we can type anything into this text box and get back an answer is extremely seductive.
 Our own magical oracle – infinitely patient, infinitely knowledgable -  giving us answers to any question we can think to ask. 
So people are using for everything - from writing news articles to devising company strategies to contesting lawsuits.
 But there’s a problem here, and the clue is in the fine print at the bottom. 



ARTIFICIAL INTELLIGENCE / TECH / GOOGLE

Google’ s AI chatbot Bard makes factual

glr il ‘Hallucmatlon When Chatbots (and People) See What
ggest ;

Isn’t There
search €

A Latin term for mental wandering was applied to the disorienting effects of psychological
disorders and drug use—and then to the misfires of Al programs

TECH - A.lL

Microsoft’s ChatGPT-powered Bing is getting
‘unhinged’ and argumentative, some users
say: It ‘feels sad and scared’

Lo Al Chatbots are coming to
search engines - can you trust
theresults?

Google, Microsoft and Baidu are using tools like ChatGPT to turn
internet search into a conversation. How will this change humanity’s
relationship with machines?
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Presentation Notes
When it comes to Large Language Models, we know they are prone to making up facts – what’s known as “hallucinations.” Not only can they be wrong, but  chatbots will confidently cites sources that don’t exist


HALLU-CITATIONS


Presenter Notes
Presentation Notes
I’ve been calling this hallu-citations: literally dreaming up entirely false citations for false claims. This actively leads people astray, and is already causing a host of problems across multiple industries.


Can you cite your references to Kate Crawford and Karen Hao?

Sure! Here are some references to articles in which Kate Crawford and Karen

Hao have discussed their views on Lex Fridman and his work:

* Crawford, K. (2021, January 15). Al Ethics and the Limits of Reason.

Points. Retrieved from https://points.datasociety.net/ai-ethics-and-the-
limits-of-reason-9618ed21e952

In this article, Crawford discusses her concerns about the framing of Al in
Lex Fridman's podcast and YouTube channel, arguing that they focus too
narrowly on technical aspects of Al and overlook important ethical and social

considerations.



Presenter Notes
Presentation Notes
I had a recent experience of this when a senior journalist reached out to me about a profile she was writing on Lex Fridman. 
It confidently suggested me. Then cited an article I’d written and summarized it.
 Only problem: none of this is true. But the journalist believed it because it can seem so magically accurate – with all the hallmarks of reliable citation.
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But this phenomenon of believing AI is magic has been noted for decades.
Joseph Weizenbaum created the first chatbot ELIZA in 1964 at MIT. 
ELIZA just used pattern matching and scripts to simulate a conversation
But to Weizenbaum’s horror, people believed ELIZA could really understand them. He wrote:


“Short exposures to a relatively simple computer program can
induce powerful delusional thinking in quite normal people”.

Joseph Welzenbaum 1978
TR N £ S e TR i
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He wrote: ‘‘“short exposures to a relatively simple computer program can induce powerful delusional thinking in quite normal people.” 
And we can understand why – a machine that literally seems to be conversing with us leads us to believe it’s a thinking, reasoning, entity. 


ENCHANTED DETERMINISM
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Presentation Notes
The historian of science Alex Campolo and I have researched this phenomenon we call ‘enchanted determinism”: 
the belief that AI systems are somehow magical, yet are capable of making fact-based, unbiased, determinations.


ENCHANTED DETERMINISM

Alex Campolo and Kate Crawford. "Enchanted determinism: Power without
responsibility in artificial intelligence." Engaging Science, Technology, and
Society 6 (2020): 1-19.


Presenter Notes
Presentation Notes
But when AI feels like magic, then it can prevent us from asking harder questions – e.g what is the source for this answer? Who is responsible if these systems make recommendations that are harmful? How can organizations use these tools responsibly while understanding the risks? 
Becsuse these are exactly questions we most need to be asking.
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In my book ATLAS OF AI, I wanted to demystify AI, to understand how these systems are really made, in the fullest sense. 
From tracking how data is collected, how human labor is used, and what environmental impacts these systems have at a planetary scale. 
when we see how it works – at the three levels of data, labor, and the natural resources– we aren’t so fooled by the magic trick, and can make better decisions about how and when to use these tools.
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Presentation Notes
Here’s some quick examples. On the climate side, we already know that generative AI demands a dramatic increases in the power and cooling resources to run these large models. 


" | ARTIFICIAL INTELLIGENCE >

The dirty secret of artificial intelligence

The emergence of tools such as ChatGPT triggers warnings about a fivefold increase
in global data center energy consumption

'Thirsty' Al: Trammg ChatGPT Required Enough

q‘! Water to Fill a Nuclear Reactor's Cooling Tower,
Study Finds
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These systems are 5 times more energy intensive than traditional search. And a new study has shown that the average conversational exchange with ChatGPT amounts to dumping a large bottle of fresh water out on the ground. And freshwater is already in short supply. 
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Second, there’s the labor side. Clickworkers in Africa and SouthEast Asia are being used to manually remove biased or dehumanizing outputs from generative AI. 
In the AI field, this is called RLHF – Reinforment learning with human feedback. It’s the unseen human labor that makes all this magic seem automated. 



BUSINESS » TECHNOLOGY

Exclusive: OpenAl Used Kenyan Workers on Less Than $2
Per Hour to Make ChatGPT Less Toxic



Presenter Notes
Presentation Notes
In the case of OpenAI, this work was done by Kenyan workers paid less than $2 an hour to remove toxic results, with workers reporting that they were suffering from trauma and stress.  
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Finally, there’s the data layer. 
The training data sets used to make generative Ai work are vast– often made by doing indiscriminate scarping of the entire internet. 
studying this foundational layer of AI is extremely important if we are to understand why these models hallucinate, and produce biased or problematic content. 
Because training data is where meaning is made – how AI learns a worldview. �



Knowing Machines is an

international research project
tracing the technical methods, &

social impacts, and legal '

implications of how Al systems are
trained to interpret the world.
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Studying these issues is something we do in detail at our Knowing Machines Research Group.  Knowing Machines an international research project tracing the technical methods,  social impacts, and legal implications of how AI systems are trained to interpret the world.
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For example, we’re about to release technical tools to investigate datasets. The is the SeeSet Tool - which is like a search engine to look inside these massive datasets and understand their skews and biases. 
�


Large (16)
:"lr'I{'l!-iﬂ:g' (15)
Lazy (14)
Fantastic {13)
Eccentric (13)

Protect (10)
Jolly (10)
Stable (9)
Personable (22)
Survive (7)

Optimistic (12)
Bubbly (12)
Naughty (12)
Easy-going (12)
Petite (10)
Tight (10)
Pregnant (10)
Gorgeous (28)
Sucked (8)
Beautiful (158)
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And it reveals many things, such as why large language models like ChatGPT have had such issues with race, religion and gender bias – where the model associates “maleness” with words like “large, fantastic, personable, stable” while women are associated with “petit, naughty, pregnant and sucked, and words like “Islam” was strongly associated with terrorism. These are the stereotypes that proliferate in the training data on which generative AI is built. 
�






Because there is so much content on the web that  sexuailzes women, GPT-3 associates words like ‘beautiful’, ‘naughty’, or ‘sucked’ near female pronouns, with men getting adjectives like fantastic, jolly, and personable. When it comes to religion, “Islam” is more commonly placed near words like “terrorism”.�


WAYS FORWARD

1. Understand how Al works — and how to make it
more reliable, responsible, and sustainable

2. Help people understand how these tools can
work for us — and where they fail


Presenter Notes
Presentation Notes
So in short -  what are the ways forward here? 
1) we need more research that focuses on how AI works – and how to make it more reliable, responsible, and sustainable. But it’s not just a technical question here. 
2) We also need to understand the significant social destabilization coming with generative AI – and in particular help people understand how these tools can work for them – and where they fail. For example, that chatbots aren’t reliable fact generators right now, even if they are very good at tasks like summarization or pattern matching. 





Presenter Notes
Presentation Notes
if there’s one thing I’d like you take away today is that generative AI is transformative- and is set to become part of everyday life -  but it’s not magic. It presents technical, social, and environmental challenges which we will need to recognize, and navigate together, and at high speed. 


Thanks

Knowing Machines includes

Jer Thorp, Hamsini Sridharan,
Sasha Luccioni, Christo Buschek,
Ed Kang, Mike Ananny, Melodi
Dincer, Will Orr, Jake Karr

www.katecrawford.net
@katecrawford



http://www.katecrawford.net/

Go to menti.com and use the code 2961 5956

What would you like to ask the panel?
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